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Abstract

A nearfield equivalence source imaging (NESI) technique is proposed to identify locations and strengths of noise

sources. The NESI is based on the time-domain formulation that applies not only to stationary but also a transient noise.

Multichannel inverse filters are designed using the least-square optimization. Tikhonov regularization is called for to

mitigate the ill-posedness inherent in the underdetermined model-matching problem. The design parameters such as array

aperture, microphone spacing, focal point spacing and distance of projection have profound impact on the resulting sound

image resolution. The distance of reconstruction (DOR) is selected according to the condition number of the propagation

matrix. A windowing design is also suggested to cope with boundary defocusing problem. Beam pattern is calculated for

the inverse filters with window design. In addition, a modified approach based on focal point points is devised to avoid

the singularity problem in reconstructing sound images. The multichannel inverse filters are implemented in light of a

highly efficient state-space minimal realization technique. The NESI is applicable to one-dimensional (1D) linear array,

two-dimensional (2D) rectangular array and even other arrays of irregular geometries. As indicated by the simulation

results, the proposed NESI technique proves effective in the identification of noise sources.

r 2007 Elsevier Ltd. All rights reserved.
1. Introduction

Noise source identification (NSI) is a vital step prior to a successful noise control program. Noise sources
largely fall into two categories: vibration-induced noise and flow-induced noise. Examples of the first category
include noise from rotating machinery, impact noise, noise due to structural resonance, braking squeal, etc.,
while examples of the second category include fan noise, pump noise, jet noise, etc. NSI techniques have been
studied extensively by acoustical engineers. Among the NSI methods, sound field visualization techniques are
particularly useful in estimating the source position and the source strength. In addition to NSI, sound field
visualization techniques also find applications in non-destructive evaluation [1,2], underwater imaging [3,4],
and machine diagnosis [5,6] and so forth.
ee front matter r 2007 Elsevier Ltd. All rights reserved.
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Nearfield acoustical holography (NAH), a celebrated technique for NSI was pioneered by Maynard and
Williams in early 1980s [7,8]. The technique enables reconstructing the three-dimensional (3D) sound field
from the two-dimensional (2D) hologram data scanned above the source surface. In comparison with another
commonly used NSI technique, the sound intensity method [9], the NAH provides a more global view of noise
distribution and the relative strength. The NAH has now been commercialized by Brüel and Kjael with a new
name, spatial transformation of sound field (STSF) [10–12]. A comprehensive treatment of NAH can be found
in the monograph by Williams [13]. While the NAH represented an elegant solution in the sound field
visualization techniques, there are a number of limitations in the original version of the NAH. Most of these
limitations stem from the fact that the NAH transformation relies on the two-dimensional fast Fourier
transform (2D FFT) between the physical space and the wave number space. This implies that stationary
frequency-domain pressure phasors must be available and the scanned grid points must be equally spaced on a
planar rectangular area [14]. Numerical artifacts such as aliasing problem arising in FFT may adversely affect
the accuracy of imaging. This situation is further aggravated in practical application, where the number of
sensor and data acquisition channel is usually quite limited due to cost consideration. To deal with these
limitations, the NAH was later extended to problems with irregular geometries [15,16] and non-stationary
noise [12]. The inverse reconstruction techniques have been extended to deal with irregular shaped sources by
applying singular value decomposition (SVD) to the inverse boundary element method (IBEM) [17]. In spite
of all that, one to three times of FFT has to be carried out with the microphone spacing kept less than half of a
wavelength to avoid the spatial aliasing problem. This requires large number of microphones and enormous
processing power to cover a reasonable source area. In addition, latency becomes more of a problem when one
has to measure a transient noise such as pass-by noise in real time.

In this paper, a new technique based on a multichannel inverse filtering idea is proposed to address the
aforementioned limitations of the NAH. This technique termed the nearfield equivalence source imaging
(NESI) is essentially a unified approach of the NAH and a beamformer. The NESI differs from the previous
approaches in that, without resorting to Fourier transformation, it seeks to reconstruct the sound field directly
by forming a focused beam in the nearfield using time-domain filtering. The major benefit resulting from this
fundamental difference is that many of the limitations associated with FFT are eliminated in the new method.
It should be pointed out here this paper is not the first application of acoustical beamformer to the NSI
problems. An early acoustical beamformer developed by the author was based on the delay and sum
algorithm, the minimum variance distortionless response (MVDR) algorithm, and the multiple signal
classification (MUSIC) [18]. The beamforming in the conventional sense is generally based on the assumption
that the incoming waves are plane waves from the farfield. A basic beamforming approach is thus to ‘delay’
(according to the difference of propagation distance between sensors) and ‘sum’ the signals picked up at each
sensor. As a result, array output with enhanced signal-to-noise ratio is obtained by this ‘time-alignment’
process. Maximum array output indicates the potential source directions. By this nature, the conventional
beamforming approach is well suited to localizing large-scale sources situated in the farfield, instead of sources
in the nearfield. Commercial beamformers also emerge in the market for the NSI purpose [19,20]. However,
these beamformers are mostly FFT-based and suited for farfield imaging with coarse spatial resolution. The
NESI proposed in the paper combines the merits of the NAH and conventional beamformers. Not only sound
field processing is entirely carried out in the time-domain but also nearfield details can be reconstructed. This
technique is applicable to noise sources of all kinds, including narrowband, broadband, stationary, and
transient types.

The heart of the NESI is the design of multichannel inverse filters based on an equivalent source concept
[21,22]. The design procedure employed in the paper is along the same line as that used in designing the
so-called cross-talk cancellation system (CCS) [23] in spatial audio processing. Least-square optimization in
association with Tikhonov regularization is exploited to overcome the ill-posedness inherent in the generally
underdetermined problem. Windowing is also used in the design phase to mitigate the boundary defocusing
problem. The singularity on reconstructing the sound field on the source surface is circumvented by using a
retreated focal point technique. The sound pressure, the particle velocity, and the sound intensity can be
calculated on the reconstructed surface by NESI in conjunction with the retreated focal point method.

Although the digital signal processing (DSP) technology has advanced to a level that permitted the
implementation of the NESI. Substantial simplification is possible by exploiting an eigensystem realization
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algorithm (ERA) to accelerate the multichannel filtering of the NESI. Numerical simulations were undertaken
to examine the NESI for the 1D and 2D array configurations. The results and design guidelines will be
summarized in the conclusions.
2. Theory and methods

2.1. Inverse filtering from a multi-channel model-matching perspective

The pressure of a linear sound field can be represented by a simple layer potential [13] as

pðxÞ ¼

Z
S

sðyÞGðx; yÞdSðyÞ, (1)

where

Gðx; yÞ ¼
e�jkr

r
(2)

being the free-space Green’s function between the source point y and the field point x, r ¼ jx�yj, k ¼ 2pf/c is
the wave number, c is the speed of the sound and f is the frequency, s(y) is an unknown source strength of the
point source distribution, and S is the source surface. Straightforward discretization of Eq. (1) leads to

pðxÞ ¼

Z
S

sðyÞGðx; yÞdSðyÞ �
XI

i¼1

Z
Si

sðyÞGðx; yÞdSðyÞ

�
XI

i¼1

½sðyiÞŜi�Gðx; yiÞ ¼
XI

i¼1

qiGðx; yiÞ, ð3Þ

where Ŝi is the area of the ith element, yi 2 Ŝi, qi ¼ sðyiÞŜi represents the strength of the ith point source, and I

is the number of focal point. It should be borne in mind that these virtual point sources only constitute an
equivalent discrete representation in that they would produce the same field, p(x). The amplitudes of these
point sources represent relative source strength associated with each source location, which could be due in
part to physical sources and/or the effects nearby boundary reflection. These I virtual sources are assumed to
be located at the desired focal points.

Consider a NSI problem depicted in Fig. 1(a) and (b), where sound pressures radiated by a source are
received at the M microphones. The measured sound pressures and the source strengths are related by

pðx1Þ

pðx2Þ

..

.

pðxMÞ

2
666664

3
777775 ¼

Gðx1; y1Þ Gðx1; y2Þ � � � Gðx1; yI Þ

Gðx2; y1Þ Gðx2; y2Þ � � � Gðx2; yI Þ

..

. ..
. . .

. ..
.

GðxM ; y1Þ GðxM ; y2Þ � � � GðxM ; yI Þ

2
666664

3
777775

q1

q2

..

.

qI

2
666664

3
777775 (4)

or, in matrix form

p ¼ Gq. (5)

Since the number of microphones is usually no greater than that of the focused points (MpI), the propagation
matrix GACM� I could be non-square and the problem could be underdetermined. The purpose here is to
estimate q based on the measurement p. This can be regarded as a model matching problem depicted in Fig. 1(c),
where the propagation matrix G has the source strength qACI� 1 and the pressure measurement pACM� 1 as its
input and output, eACJ� 1 is the matching error where the J is number of focal points, CACJ�M is the inverse
filter matrix, and WACJ� I is the matching model. With the most basic choice of W being the identity matrix I,
the problem reduces to, given p and G, finding an inverse filter C such that CGEW ¼ I and hence

q̂ ¼ Cp ¼ CGq � q. (6)
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Fig. 1. The nearfield equivalence source imaging (NESI): (a) illustration for noise source identification problem using the NESI, (b) the

block diagram of inverse filtering process, and (c) the inverse filtering process viewed as a model matching problem.
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2.1.1. Least-square optimization

Similar to the deconvolution process in NAH, the system matrix G is usually ill-conditioned and even non-
square. This calls for the need of optimization with proper regularization. The problem considered herein can
be put into the following optimization formalism:

min
C

W� CGk k
2
F , (7)

where �k k2F symbolizes the Frobenius norm [24] defined as, for an J� I matrix A,

Ak k2F ¼
XI

i¼1

XJ

j¼1

jajij
2 ¼

XI

i¼1

aik k
2
2. (8)

Hence, the minimization problem of Frobenius-norm can be converted to the minimization problem of the
2-norm by partitioning the matrices into columns. Since there is no coupling between the columns of matrix C,
the minimization of the square of the Frobenius-norm of the entire matrix G is tantamount to minimizing each
column independently:

min
C

W� CGk k2F ¼ min
ci

XI

i¼1

wH
i �GHcH

i

�� ��2
2
; i ¼ 1; 2; . . . ; I , (9)

where wi and ci denote the ith columns of the matrices W and C, respectively, the superscript ‘‘H’’ denotes the
Hermitian transpose. The least-squares solution to the problem above are given as

cH
i ¼ ðG

H
Þ
þwH

i ; i ¼ 1; 2; . . . ; I , (10)
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where the superscript ‘‘+’’ denotes the pseudo-inverse [19]. This optimal solution in least-square sense can be
assembled into a more compact matrix form:

½ c1 c2 � � � cI �
H ¼ ðGH

Þ
þ
½w1 w2 � � � wI �

H (11)

or

C ¼WGþ (12)

If the system matrix G is of full-row rank, the pseudo-inverse is given as

Gþ ¼ GH
ðGGH

Þ
�1. (13)

Note that G+ is also the right inverse in that GG+
¼ I. Nevertheless, if G is not of full-row rank, Tikhonov

regularization [25,26] can be used to avoid singularity of GGH. Specifically,

C ¼WGH
ðGGH

þ bIÞ�1, (14)

where bX0 is a regularization parameter that can either be a constant or frequency-dependent [23]. Not only
making the optimal filters easier to calculate numerically, such regularization approach can also shorten the
FIR filters.

In this paper, the right inverse is used for the under-determined problem (MpI), which is different from the
setting in Ref. [27], where an over-determined problem (IpM) is assumed. If, instead, left inverse is used in the
present formulation, the matrix product GHG can become extremely rank-deficient. Heavy regularization
would be required to maintain numerical stability.

One problem encountered with the simple choice of the matching model W ¼ I is that defocusing problem
may arise. This is a frequently encountered problem particularly in the neighborhood of the boundary of the
focal surface. To resolve the problem, a modified matching model is suggested as follows. In addition to the
focal points, the outer ring of the focal surface is padded with ‘‘null points’’ to restrain the level of
reconstructed data outside the boundary, as shown in Fig. 2. This is analogous to the windowing technique in
digital filter design. Thus, the matching model is modified into

(15)

where I diagonal entries ‘‘1’’ correspond to the focal points and ‘‘0’’ entries at the bottom half correspond to
the null points. With this choice of W, it can be shown that

q̂ ¼Wq ¼ ½ q1 q2 . . . qI 0 . . . 0 �T. (16)

It is noted that the inverse filters C obtained in Eq. (14) are still in the frequency-domain. Inverse FFT is
called for to convert and truncate these frequency response functions into finite impulse response (FIR) filters
in the time-domain. In this step, circular shift is needed to ensure that the resulting filters are causal filters.
Now that the inverse filters are available, the strength of the virtual sources at the focal points can be
calculated by using multichannel convolution:

q̂iðnÞ ¼
XM
m¼1

pmðnÞnCimðnÞ; 1pipI , (17)

where n denotes the discrete-time index, Cim(n) denotes the impulse response of the imth inverse filter and ‘‘*’’
denotes the convolution operator. The thus obtained virtual source strength at the focal point will serve as the
basis for subsequent sound field reconstruction.
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Fig. 2. The array structure: (a) 1D ULA and (b) 2D URA.

M.R. Bai, J.-H. Lin / Journal of Sound and Vibration 307 (2007) 202–225 207
2.1.2. Beam pattern

In the NESI design, it is revealing to calculate the beam pattern of array, which shows the idea of spatial
resolution of the beamformer. The beam pattern can be obtained by scanning on the focal surface by using a
point source of the form of Eq. (2). First, the inverse filter matrix is calculated in accordance with decided
array parameters by Eq. (14). Second, let p be the sound pressure produced by the moving point source and
received at the microphones. Finally, the beam pattern of each focal point corresponds to the respective
element of the vector b ¼ Cp. The number of beam patterns is equal to the number of focal points.

2.1.3. Retreated focal points

A subtle but vital aspect of the NESI outlined above is the positioning of the focal surface. An intuitive
approach is simply to choose the surface of the physical source as the focal surface. However, this would
present a problem because the point source model in Eq. (2) becomes singular when it comes to the
computation of acoustical variables such as pressure, particle velocity, and intensity. To overcome this
problem, we choose a focal surface slightly behind, e.g., Lr ¼ d/20, where d is spacing of microphones, the
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physical source surface, as shown in Fig. 2(a). With these ‘‘retreated’’ focal points, the distance between the
source points and the field points could never be zero. According to the Huygen’s principle [28], the virtual
source idea is merely a representation of sound field, which does not have to coincide with the physical surface,
and the resulting sound field is equivalent. It follows that the sound pressure on the reconstruction surface can
be calculated in the time-domain using

pðx; nÞ ¼
XI

i¼1

q̂iðn� DiÞ

ri

, (18)

where x is the position vector of the Field point on the reconstruction surface, ri is the distance between the ith
virtual source and the Field point x, and Di ¼ intðri=cÞ is the time delay rounded to the nearest integer. As will
be shown later, this retreated focal point approach facilitates reconstructing the sound image with fine spatial
resolution.

2.1.4. Acoustical variables

In addition to sound pressure, particle velocity, and sound intensity can be calculated by using the NESI
technique. The last two acoustical variables are deemed more effective in the context of the NSI application. For
simplicity, consider only one virtual point source on the focal point surface. Let x0 and x be the position vectors of
the virtual source and the field point on the reconstruction surface, respectively. The sound pressure at the field
point produced by the point source of strength q̂ðoÞ can be written as the following frequency-domain expression:

pðx;oÞ ¼ q̂ðoÞ
e�jkr

r
, (19)

where k ¼ o/c is wave number, and r ¼ jx�x0j. Form the Euler equation [28], the particle velocity at the normal
direction to the reconstruction surface follows:

unðx;oÞ ¼
�1

jro
q
qn

pðx;oÞ

¼
�1

jro
n � rx

q̂ðoÞe�jkr

r

� �

¼
1

jro
ðn � erÞ jk þ

1

r

� �
pðx;oÞ, ð20Þ

where r is the density of air and er ¼ (x�x0)/r. Rewrite this equation in the Laplace domain

unðx; tÞ ¼
1

rc
ðn � erÞ

sþ ð1=tÞ
s

pðx; tÞ, (21)

where t ¼ r/c being the time delay. Here the DC pole(s ¼ 0) behaves like an integrator, which could cause
problems. To fix this, a highpass filter is introduced by modifying Eq. (21) into

unðx; tÞ ¼
1

rc
ðn � erÞ

sþ ð1=tÞ
s

s

sþ ð1=t0Þ
pðx; tÞ; t0 � 0

¼
1

rc
ðn � erÞF ðsÞpðx; tÞ, ð22Þ

where

F ðsÞ ¼
sþ ð1=tÞ
sþ ð1=t0Þ

; t0 � 0. (23)

It follows that the normal velocity un can be obtained by properly filtering the sound pressure with F(s). To
facilitate digital implementation, a discrete-time filter can be obtained by the Prewarped Bilinear Transform [29]:

F ðzÞ ¼ F ðsÞ
��
s¼gz�1

zþ1

¼
t0
t
ð1þ gtÞzþ ð1� gtÞ
ð1þ gt0Þzþ ð1� gt0Þ

, (24)



ARTICLE IN PRESS
M.R. Bai, J.-H. Lin / Journal of Sound and Vibration 307 (2007) 202–225 209
where

g ¼
2pf p

tanðpf p=f sÞ
(25)

with fp being the bandwidth of interest and fs being the sampling rate. It turns out that F(z) is always stable since
its pole is inside the unit circle.

In summary, the normal velocity can be calculated for a point source using the following formula:

unðzÞ ¼
1

rc
ðn � erÞF ðzÞpðzÞ. (26)

The instantaneous normal intensity is simply

Inðx; nÞ ¼ pðx; nÞunðx; nÞ. (27)

Similar procedure applies to a collection of point sources, where the sound field can be calculated using the
principle of superposition.

2.2. Fast multichannel inverse filtering

The aforementioned multichannel inverse filtering is carried out entirely in the time domain and is thus
computationally intensive. To ease this problem, a technique based on the Eigensystem Realization Algorithm
(ERA) [30] is exploited to simplify the NESI processing. This method establishes the following minimal state-
space realization for linear systems:

xðnþ 1Þ ¼ AexðnÞ þ BeuðnÞ, (28)

yðnÞ ¼ CexðnÞ þDeuðnÞ, (29)

where n is the discrete-time index, x(n) is the state vector, u(n) is the M� 1 input vector, y(n) is the J� 1 output
vector, and Ae, Be, Ce and De are constant matrices. The ERA starts with the impulse response matrices of the
inverse filters:

CðnÞ ¼

c11ðnÞ c12ðnÞ � � � c1M ðnÞ

c21ðnÞ c22ðnÞ � � � c2M ðnÞ

..

. ..
. . .

. ..
.

cJ1ðnÞ cJ2ðnÞ � � � cJM ðnÞ

2
666664

3
777775; n ¼ 0; 1; . . . ;N, (30)

where n is the time index and N is the length of impulse response. Assemble these impulse response matrices
into a J’s�M’s Hankel matrix:

Hðn� 1Þ ¼

CðnÞ Cðnþ 1Þ � � � Cðnþ s� 1Þ

Cðnþ 1Þ Cðnþ 2Þ � � � Cðnþ sÞ

..

. ..
. . .

. ..
.

Cðnþ s� 1Þ Cðnþ sÞ � � � Cðnþ 2s� 1Þ

2
666664

3
777775, (31)

where the s is an integer that determines the size of the matrix. Usually, s is taken to be N/2. Factor the Hankel
matrix H(0) using singular value decomposition (SVD) as

Hð0Þ ¼ USVH , (32)

where U and V are unitary matrices and S is a diagonal matrix with singular values in its main diagonal. Great
reduction is possible by observing the singular value plot. A typical example of singular value plot is shown in
Fig. 3. The singular valves after v ¼ 100 is very small and can be replaced by zeros. Hence, the matrices U, V,
and S are in effect truncated. Based on the above SVD result, the minimal realization of Ae, Be, Ce, and De
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then follows:

Ae ¼ S�1=2UHHð1ÞVS�1=2; Be ¼ S1=2VHEM ,

Ce ¼ EH
J US1=2 and De ¼ Cð0Þ, ð33Þ

where EH
M ¼ ½ IM 0M � � � 0M � and EH

J ¼ ½ IJ 0J � � � 0J �, and the I is an identity matrix and the 0 is a
null matrix.

Instead of direct convolution in the time-domain, the multichannel filtering is efficiently carried out using
the minimally realized state-space equation. This can give rise to considerable computational saving for the
NESI processing owing to the fact that n5Ms in general. For example, if M ¼ J ¼ 30 and N ¼ 227, M� J�

227 ¼ 204,300 multiplications are required using direct convolution, whereas only v2+vM+Jv+JM ¼ 22,500
multiplications are required using the ERA with v ¼ 120. Almost one order of reduction has been attained.

2.3. Criteria for array configuration

In configuring the array, there are many design factors to be taken into account. An in-depth investigation
conducted in Ref. [27] has arrived at the following conclusions. The reconstruction performance achievable by the
array is dependent on the condition number of the propagation matrix. The inverse problem is well conditioned
when the number of sources and sensors is small, when the geometrical arrangement of sensors is conformal to
the source geometry in terms of location, orientation and spacing, when the sensor array is positioned
symmetrically with respect to the source array, and when the distance of reconstruction (DOR) is small.

The last point regarding the DOR is crucial to the performance of the NESI. It is well known in acoustics that the
evanescent waves carrying the details in the nearfield will rapidly decay with distance to the farfield. The propagation
matrix then becomes ill-conditioned as one attempts to reconstruct the sound image based on an already smoothed
farfield measurement. In Fig. 4, a numerical simulation conducted for a 1D array shows in more detail what the
effects of some array parameters have on the matrix conditioning. From Fig. 4(a), the condition number drops with
increasing kd. The condition number of reconstruction with large L is higher than that of reconstruction with small L.
Because condition number is defined as the ratio of the maximum singular value and the minimum singular value, the
singular value plot in Fig. 4(b) further exhibits the same trend of matrix conditioning versus the DOR. In this work,
the condition number during sound field reconstruction is generally kept under 103.

The procedures in choosing array parameters in this paper can be summarized as follows:
1.
 Choose the microphone spacing according to the maximum frequency (fmax). A conservative rule is d ¼ l/2.

2.
 Choose the array aperture (D) that covers the source surface size.

3.
 The last two steps determine the number of microphone needed, Nm ¼ D/d for a 1D uniform linear array (ULA).
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Fig. 3. Singular values of the Hankel matrix H(0). The singular values above the order nare negligibly small.
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of propagation matrix (frequency ¼ 200Hz, the spacing between microphones and between focal points d ¼ df ¼ 0.0858m and

kd ¼ 0.3142). The parameter k is the wave number, d is the spacing of array, G is the propagation matrix, and L is the DOR. There are 30

microphones and 30 focal points. The number of null points is one at each end.
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4.
 Choose the DOR according to the condition number of propagation matrix and the array parameters
determined above. As a rule of thumb, keep the condition number under 103.

2.4. The NAH with Wiener inverse filter

In this section, the NAH is briefly reviewed. The NAH serves to reconstruct a 3D sound field from the 2D
hologram data scanned above the source surface. The 2D spatial Fourier transformation is employed to
transform the space domain to the wave number domain, and vice versa:

~pðkx; ky; zÞ9
Z 1
�1

Z 1
�1

pðx; y; zÞejðkxxþkyyÞ dxdy, (34)

pðx; y; zÞ9
1

4p2

Z 1
�1

Z 1
�1

~pðkx; ky; zÞe
�jðkxxþkyyÞ dkx dky, (35)
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where x, y, and z are the Cartesian coordinates, dx and dy are the spacing of microphones in the x and y

directions, and kx and ky are the wave number components in the x and y directions. In the k-domain, the
sound pressure data of the reconstruction plane and the hologram plane can be related by

~pðkx; ky; zÞ ¼ ~pðkx; ky; zH Þe
�jkzðz�zH Þ, (36)

where kz is the wave number in the z direction. In Eq. (36), let Hðkx; kyÞ ¼ e�jkzðz�zH Þ. In the paper, the Wiener
inverse filter is employed to mitigate the ill-posedness during inverse reconstruction using NAH:

W ðkx; kyÞ ¼
1

Hðkx; kyÞ

1

1þ ða=jHðkx; kyÞj
2Þ
, (37)

where a is a regularization parameter. With the Wiener inverse filter, Eq. (36) can be rewritten as

~pðkx; ky; zÞ ¼ ~pðkx; ky; zH ÞW ðkx; kyÞ. (38)

Sound pressure can be reconstructed by the inverse Fourier transform in Eq. (35). The particle velocity can
be calculated by using

~uðkx; ky; zÞ ¼
k

ro
~pðkx; ky; zÞ, (39)

where o ¼ 2pf and k ¼ (kx, ky, kz). The active intensity can be calculated with

I ¼ 1
2
Ref ~p~ug. (40)

3. Numerical simulations

In order to validate the proposed NESI technique, numerical simulations are conducted for a ULA and a
2D uniform rectangular array (URA). The inverse time-domain filers were designed off-line in light of the
aforementioned procedures. The DOR (L) is selected such that the condition number of propagation matrix is
less than 103. The sound pressure data are assumed to be received simultaneously at all microphones and the
processing is carried out in real time fashion. During processing, the state-space form obtained using the ERA
was employed to enhance computation efficiency. In addition, the numerical simulation using the NAH
approach is conducted to compare with the NESI. The assumptions about the sources used in the simulation
are summarized as follows:
(a)
 Only outgoing waves are present.

(b)
 The array aperture covers the main area of the noise sources.

(c)
 The time-domain waveform of noise sources are Gaussian random noise.

(d)
 All sources are driven by the ‘same’ signal.
3.1. One-dimensional array (ULA)

A simulation is undertaken for the ULA with structure shown in Fig. 2(a). In the ‘‘square’’ case in which the
number of microphones (M) is equal to the number of the focal points (J). Specifically, M ¼ J ¼ 30 in this
simulation. The spacing of microphones (d) and the spacing of focal points (df) are both 0.0858m. DOR (L) is
chosen to be 0.1286m and retreated distance (Lr) is chosen to be d/20. For this DOR, the condition number is
well below 103, as shown in Fig. 5(a). In the inverse filter design, the regularization parameter b was selected to
be 1/1000 of the maximum singular value of G. Fig. 5(b) shows the frequency response magnitude of four
selected filters. The responses obtained using the ERA-based state-space form are in close agreement with the
original. With the state-space form, the computation efficiency is improved by the ratio of direct convolution
to ERA is 13:1. Four random noise sources driven by the same signal band-limited to 2.5 kHz are situated at
0.0858, 1.2005, 1.2863, and 2.4010m, respectively, from the left end on the focal surface. Of these four sources,
two sources are very close to each other (within one spacing) at the center, whereas the other two sources are
very close to the ends. A question naturally arises here. With such small DOR, will the pressure measurement
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of the microphone reveal the source locations already? Fig. 5(c) shows the unprocessed root-mean-squares
(rms) sound pressure received at the microphones that is defined as

rmsðpÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
n¼1½PmðnÞ�

2

N

s
; m ¼ 1; 2; . . . ;M, (41)
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where n denotes the discrete-time index. The adjacent two sources at the center are barely resolvable in the rms
plot. This counter-intuitive result indicates unprocessed pressure measurement is insufficient to identify noise
sources. The NESI with focal points retreated by d/20 is then applied to process the same data and the source
strength is shown in Fig. 5(d). Since there are only 30 focal points on the plot, the adjacent two sources (within
one spacing) are still not resolvable. However, if the sound pressure, particle velocity, and intensity are
Fig. 6. The beam pattern at the boundary of the focal surface: (a) without window design and (b) with window design.
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calculated based on the above source strength, all four sources are clearly resolvable in Fig. 5(e)–(g). The
spatial resolution of the NESI with retreated focal point technique is apparently superior to that of straight
rms measurement. Fig. 5(h) shows the source strengths between the calculated results and the set values. From
the result, nearly perfect match can be observed in these source strengths between the calculated results and
the set values.

Next, the NESI is tested for an under-determined case in which M ¼ 30 and J ¼ 45. The other parameters
are d ¼ 0.0858m, df ¼ 0.056517m, L ¼ 0.1286m, and Lr ¼ d/20. To mitigate boundary defocusing problem,
one null point is allocated outside boundary on each side. Fig. 6 shows the beam pattern at the left boundary.
This figure shows that the main-lobe is focused at 0m with the window design, but is not focused without the
window design. In the inverse filter design, the regularization parameter b was selected to be 2/3 of the
maximum singular value of G. In addition, window design is used here because the boundary defocusing
problem gets more severe in the under-determined case. The random sources with equal strength and band-
limited to 2.5 kHz are assumed to be on the focal surface at 0.0565, 1.2434, 1.2999, and 2.4302m, respectively,
from the left. Fig. 7(a) shows the unprocessed rms sound pressure received at the microphones. The source
strengths calculated using the NESI with and without window design are shown in Figs. 7(b) and (c). The
NESI with window design are clearly identifiable at both ends. Although noise sources are resolvable by the
NESI without window design, improved quality of image is attained using the window design. Figs. 7(c) and
Fig. 7. The simulation of ULA (under-determined case): (a) Rms sound pressure image on the microphone surface, (b) rms source

strength image without window design on the focal surface, (c) rms source strength image with window design on the focal surface, and

(d) rms sound intensity image on the reconstruction surface.
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(d) illustrate the source strength, and the sound intensity obtained using the NESI with retreated focal point
technique. In contrast to the barely unresolvable result of the rms plot (Fig. 7(a)), two separate peaks are
clearly visible at the center region in the NESI results (Fig. 7(c)).

3.2. Two-dimensional array (URA)

In this section, the NESI is examined for a 2D URA. The array parameters are M ¼ J ¼ 9� 9 (the square
case), the spacing between microphones and between focal points d ¼ df ¼ 0.0858m, the DOR, L ¼ d and
retreated distance Lr ¼ d/20. The condition number of the propagation matrix is plotted versus kd in Fig. 8(a).
The NESI inverse filters are then designed using a regularization parameter b being 1/1000 of the maximum
singular value of G. The frequency responses of some selected inverse filers without and with ERA are
compared in Fig. 8(b). The inverse filters are implemented using the ERA-based state-space form to enhance
computation efficiency. The ratio of the number of multiplications of the direct convolution to the ERA is
approximately 15:1. Assume that random noise sources band-limited to 2.5 kHz are distributed like a Chinese
character ‘‘1’’, as shown in Fig. 8(c). All random noise sources are driven by the ‘same’ signal. Fig. 8(d)
shows the unprocessed rms sound pressure received at the microphones. Figs. 8(e)–(h) illustrate the source
strength, the sound pressure, the particle velocity, and the sound intensity obtained using the NESI with
retreated focal point technique. In contrast to the totally unresolvable result of the rms plot (Fig. 8(d)), the
Chinese character are clearly identifiable in the NESI results (Figs. 8(f)–(h)), particularly in the velocity and
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intensity plots. The frequency responses obtained using the ERA-based state-space form are in close
agreement with the original. Fig. 8(i) shows the source strengths between the calculated results and the set
values. From the result, nearly perfect match can be observed in these source strengths between the calculated
results and the set values.

The next simulation is conducted for the under-determined case in which the spatial resolution is improved
over the preceding square case. In this simulation, d ¼ 0.0858m, df ¼ 0.0686m, L ¼ d, Lr ¼ d/20, M ¼ 9� 9,
the J is 11� 11, b is selected to be 1/1000 of the maximum singular value of G, and one layer of null points are
padded outside the boundary. The beam pattern associated with the focal point (0, 0) is shown in Fig. 9. The
maximum of the beam for the NESI without windowing is located at (�0.01, �0.01), which is slightly off the
target. By contrast, with window design, the maximum of the beam is located right at (0, 0). The beam appears
to be better shaped in that its pattern has a sharper main-lobe and smaller side lobes. In this setting, the NESI
with windowing is applied to reconstruct random sources which are distributed as the Chinese character ‘‘1’’
shown in Fig. 10(a). All random sources are driven by the same signal band-limited to 2.5 kHz. Fig. 10(b)
shows the unprocessed rms sound pressure received at the microphones. Fig. 10(c) and (d) illustrate the
identified source strength, and the sound intensity obtained using the NESI with retreated focal point
technique. In contrast to the totally unresolvable result of the rms plot (Fig. 10(b)), the Chinese character are
clearly identifiable in the NESI results (Fig. 10(c) and (d)), particularly in the intensity plots.

In the last simulation, the NESI is applied to a Gaussian-shaped transient noise. Fig. 11(a) shows the time-
domain wave form of the transient noise. The array parameters are: M ¼ J ¼ 9� 9 (the square case),
d ¼ df ¼ 0.0858m, L ¼ d, and Lr ¼ d/20. In the inverse filter design, the frequency-dependent regularization
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parameter b was selected to be 1/1000 of the maximum singular value of G. Assume that transient noise
sources are distributed spatially like a Chinese character ‘‘1’’. The unprocessed rms sound pressure received
at the microphones is shown in Fig. 11(b). Figs. 11(c) and (d) illustrate the identified source strength, and the
sound intensity obtained using the NESI with retreated focal point technique. From the results of Figs. 11(c)
and (d), the Chinese character is clearly identifiable after the NESI, particularly in the intensity plots. This
suggests that the NESI technique applies to not only stationary noises but also transient noises.
Fig. 9. The beam pattern at the boundary of the focal surface. The intended focal point (0, 0) is marked with ‘‘X’’ on the contour plot: (a)

without window design and (b) with window design.
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One final worth noting feature of the NESI is examined is the following simulation. In the NAH, the
microphone spacing and the DOR are generally confined to be less than half of the wavelength, i.e., dpl/2, at
the fmax. However, the over-conservative rule can be considerably relaxed in the NESI. Consider the NESI
with the array parameters, M ¼ J ¼ 9� 9, fmax ¼ 2 kHz, d ¼ df ¼ DOR (L) ¼ 0.5145m ¼ 3l, Lr ¼ d/20 and
b is selected to be 1/1000 of the maximum singular value of G. The unprocessed rms sound pressure received
at the microphones is shown in Fig. 12(a). The source strength and the sound intensity obtained using the
NESI with retreated focal point technique are shown in Figs. 12(b) and (c) for contrast. With this substantially
lager spacing and reconstruction distance (3l), the NESI remains capable of resolving the broadband random
noise sources.

3.3. The NAH with Wiener inverse filter

In this numerical simulation, the NAH is compared with the NESI. The array aperture is chosen to be
identical to numerical simulation of the NESI. The NAH is essentially based on 2D FFT processing. If only a
limited numbers of sensors are used for NAH, one possible consequence is that the aperture of array will be
decreased if the microphone spacing is kept below half the wave length to avoid the k-domain aliasing. This
would in turn result in poor k-domain resolution and undesired spatial domain aliasing. Conversely, should
we choose to increase the microphone spacing to maintain a large enough aperture, we would run into another
problem of k-domain aliasing (grating lobes). Therefore, to avoid the dilemma, we are eventually forced to
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increase the channels of sensors to a very large number. On the other hand, NESI requires far lower channel
count for imaging because it does not rely on indirect k-domain processing and thus the above-mentioned
problems inherent to FFT can be waived. In the simulation, in order to identify the noise sources distributed as a
Chinese character ‘‘1’’, it was found that a far higher number of channels (64� 64) of microphones were
necessary to attain satisfactory resolution. By contrast, only 9� 9 microphones are sufficient using the NESI
approach. In the simulation of NAH, the parameters of array are: M ¼ J ¼ 64� 64, the spacing between
microphones and between focal points d ¼ df ¼ 0.0109m (l/2), L ¼ d, Lr ¼ d/20, and a ¼ 0.08. The NAH is
designed for 1 kHz sinusoidal sources. Assume that the noise sources are distributed spatially like a Chinese
character ‘‘1’’. All sources are driven by the same signal. The number and position of sinusoid noise sources are
taken from numerical simulation of URA (square case). In addition, the noise sources are distributed the same as
those in Fig. 8(c). Fig. 13(a) illustrate the unprocessed rms sound pressure received at the microphones. Figs.
13(b)–(d) show the pressure, velocity, intensity images reconstructed by the NAH with Wiener inverse filter. From
the results, the Chinese character can be identified in the images reconstructed by the NAH. However, spillover
problem is more pronounced near the boundary than that in the results obtained using NESI.

4. Conclusions

A new sound Field reconstruction technique, the NESI, has been proposed in this paper. This technique
enables effective identification of noise sources based on sound pressure, particle velocity, and intensity
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Fig. 12. The simulation of URA (square case). The microphone spacing and the DOR are both three times of the wavelength at the

maximum frequency 2 kHz, i.e., L ¼ d ¼ 3l. (a) rms sound pressure image on the microphone surface, (b) rms source strength image on

the focal surface, and (c) rms sound intensity image on the reconstruction surface.
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images. Inverse filters are design using the least-squares optimization with the aid of Tikhonov regularization.
Criteria for choosing array parameters are summarized. In particular, the DOR is always selected to render
the condition number of propagation matrix below 103. The window design is employed to alleviate boundary
defocusing problem. Singularity problem is circumvented by using a retreated focal point technique. The state-
space form obtained using the ERA is exploited to enhance computation efficiency for real-time
implementation. The NESI technique has been validated through extensive numerical investigations for 1D
and 2D arrays. The NESI proves effective in the identification of broadband random and transient noise
sources. In addition, the NESI does not need as large channel count as the NAH approach.

The unique features of NESI are summarized as follows. Entire processing is carried out in the time-
domain. By doing so, many of the limitations inherent in conventional FFT-based methods are eliminated.
For example, the NESI applies to imaging of transient noise sources. The microphone number can be limited
and the interelement spacing is not confined to the conservative l/2 rule, but can be considerably larger. The
method is also applicable to nonuniform and nonplanar arrays. Experimental investigation is currently on the
way to further justify the practicality of NESI.
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Fig. 13. The simulation of URA (square case) using the NAH approach, 1 kHz sinusoidal sources are used. (a) rms sound pressure image

on the microphone surface, (b) sound pressure image on the reconstruction surface, (c) rms particle velocity image on the reconstruction

surface, and (d) rms sound intensity image on the reconstruction surface.
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